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Chapter 1

INTRODUCTION

Atmospheric aerosols impact the earth's surface radiation budget. These tiny

particles, whether derived from natural or anthropogenic sources, whether in the

solid or liquid phase, interact with solar and terrestrial radiation. In some cases,

absorption by the aerosol may occur, warming the air nearby. In other instances,

the radiation may be scattered; i.e., its energy is preserved but its direction is

altered. The combination of these processes modifies the distribution of energy

in the lower troposphere and at the surface. These interactions depend strongly

on the size distribution, chemical composition, and shapes of the particles, and

are currently poorly understood.

Given that aerosols influence radiative transfer, it follows logically that they

affect climate as well. This theory has been tested in various models over the

last two decades, chiefly with respect to stratospheric volcanic aerosol (e.g.,

Pollack et al., 1976; Hansen et al., 1978). Fewer studies have been conducted

on the regional climate effects resulting from anthropogenic aerosol emissions

(e.g., Ackerman, 1977). However, with the recent increased interest in global

climate matters, many papers have addressed the the6retical links between

aerosol and climate (e.g., Schneider, 1989; Corell, 1990; Penner and Mulholland,

1991; Charlson et al., 1992). Several conclusions can be drawn from this body

of work. First, the effect of tropospheric aerosol on climate can be divided into



direct radiative effects and indirect effects of aerosol on cloud microphysics.

Second, the direct effects are highly dependent on aerosol size distribution,

which is a strong function of relative humidity. Third, inferences drawn in this

paper are unlikely to apply to other regions as easily as, for instance, conclusions

regarding CO2, given the highly variable naturt. of aerosol concentrations.

Fourth, the indirect effects are strongly tied to boundary layer convection and

associated clouds such as stratocumulus, because a change in aerosol distribution

is tantamount to a modification of the cloud condensation nuclei (CCN) for such

clouds. Finally, current model results contain large uncertainties due to a lack

of high-quality aerosol data which address the issues of aerosol concentrations,

sizes, and interaction with boundary layer processes. The research presented

here is aimed at reducing some of these uncertainties.

1.1. Sulfate Aerosols.

Several recent studies (Charlson et al., 1992; Kaufman and Chou, 1993) that

claim direct radiative sulfate effects may oppose warming produced by increased

carbon dioxide intrigue climatologists. However, as Penner (1990) and Charlson

et al. (1992) have pointed out, the potential large-scale climatic impacts of

aerosol are apt to differ greatly from those of CO2 . Because CO2 is well mixed,

increases in its concentration will likely produce a relatively uniform warming

effect. SO 2 and its related aerosol products, on the other hand, tend to be highly
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"patchy" on a global scale, implying that their effects should be studied in an area

that is subject to large, anthropogenic perturbations. The northeastern United

States clearly can be considered such a "patch" that comes and goes periodically

(Husar et al., 1976; Ball and Robinson, 1982; Fraser et al., 1984). In this region,

the ambient sulfate loading represents a good surrogate measure of

anthropogenic influences since the natural sources of sulfur here are very weak.

Rural central Pennsylvania is a nearly ideal site for sulfate aerosol investigation

because it is centrally located within this large, perturbed region but has no large

sulfur sources in its immediate vicinity.

As Charlson et al. (1992) have clearly outlined, particles produce both direct

and indirect radiative influences. The direct effects derive from the interaction

of solar radiation with the particles under clear skies; the particles reflect some

of the sunlight back to space, reducing the surface flux (Ball and Robinson,

1982). Though some absorption can occur (Hinel et al., 1980), it appears to be

important only in polar regions (Blanchet, 1989). The indirect effect (Twomey

et al., 1984) arises as a result of the solubility of most particles in aqueous

solutions and the competition among these particles for the available water vapor

during cloud formation (Twomey, 1959). The number of aerosol particles, which

serve as CCN, is proportional to the number of drops formed (assuming constant

liquid water content, the larger number of CCN would result in greater

competition for available water, and thus smaller but more drops); a cloud with

more drops more effectively scatters radiation. In addition, the cloud lifetime
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is likely enhanced with high numbers of CCN; the inverse relationship between

number concentration and drop size stabilizes the cloud structure and restricts

precipitation (Albrecht, 1989). Thus, clouds formed in the presence of more

CCN reflect sunlight more efficiently and for longer periods.

The focus of this work will be solely on the direct effects of sulfate aerosol

on the radiation budget, both spectrally and as a whole, of central Pennsylvania.

The goals are to calculate the net loss of surface flux due strictly to the

interaction of sulfate aerosol with shortwave radiation, and to determine whether

the attenuation can be easily resolved as a function of relative humidity and/or

visibility, two commonly measured meteorological variables. If a strong

correlation can be discovered, the ultimate goal is that boundary-layer sulfate

haze may be relatively easily parameterized in general circulation models.

1.2. Experimental Conditions.

To study sulfate haze and its possible effects on climate, it was necessary to

1) conceive an experiment; 2) determine the instruments/conditions needed to

proceed successfully; and 3) make reasonable physical assumptions. Simply

stated, the concept was to measure net surface flux, wavelength-dependent

optical depths, scattering coefficient, boundary layer height, and total water

vapor. The model being used requires as input all of these variables except

surface flux to calculate surface flux itself. The model output flux can then be
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compared with the measured flux, and the effects produced by the aerosol can

be inferred.

The next step was to consider the instrumentation necessary. Already in

place at the research site at Rock Springs were a microwave radiometer and a

ceilometer, both capable of continuous operation; the former is used to measure

integrated water vapor, and the latter to estimate the boundary layer height.

The Rock Springs site is located approximately ten miles southwest of The

Pennsylvania State University's main campus. It is surrounded on all sides by

fields used for agricultural research, and bounded on the south by a mountain

ridge about 2 km away rising less than 1000 m above the site itself. A rotating

shadowband radiometer (RSR), functional in all weather, was also at Rock

Springs and working prior to the experiment. The RSR measures total, direct,

and diffuse flux, as well as spectrally-resolved components at four wavelengths

(Michalsky et al., 1986).

In addition to the apparatus described above, it was decided to deploy

several more instruments. First, a portable ten-channel sun photometer was

necessary to complement the RSR; while the latter can be operated continuously,

the former requires attention but provides spectrally-resolved direct solar

radiance at ten wavelengths between 380 and 1030 nm. The ten-channel sun

photometer's output allows calculation of aerosol size distribution (King et al.,

1978), and its 940-nm channel can be used to continuously monitor the column

water vapor concentration. Also important to this research were a nephelometer
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to measure total scattering and backscatter coefficients at the surface, and

radiosonde launches to yield information about the atmosphere's vertical profile.

The final decision regarding equipment involved a computer and an analog-

digital converter capable of carrying sixteen signals at a time. To ensure as

thorough a data set as possible, with basic meteorological as well as radiometric

measurements, the computer was configured as shown in Table 1.1, with readings

taken every one second and averaged every 30 seconds. The set of three Eppley

pyranometers, which measure solar flux from 295-2800 nm, 395-2800 nrm, and

695-2800 rim, were selected to allow an inspection of total solar radiation, all

insolation except ultraviolet, and only near infrared energy, respectively. The

downward longwave flux was measured with an Eppley pyrgeometer.

The next key issue was deciding what meteorological conditions were needed

to optimize the study of direct sulfate effects. Several criteria were judged to be

crucial. First, skies had to be cloud-free, to avoid confusing direct and indirect

effects. Second, though the absence of clouds was a major factor, a haze layer

was essential to learn about haze impacts on radiation, although studying a

pristine atmosphere would have been helpful in verifying the model. Third, a

well-mixed boundary layer was imperative to ensure a thorough distribution of

aerosol particles; i.e., there could be no nocturnal inversion. In practice, these

constraints dictated that the most favorable times for collecting data were from

about 0800 local time, after any nocturnal inversion had broken, until the first

appearance of cumulus clouds.
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Table 1.1. Instrumentation deployed and variables measured during the Rock

Springs experiment.

Channel Variable Instrument

1 Temperature Rotronics sensor

2 Relative humidity Rotronics sensor

3 Pressure Climatronics transducer

4 U-component of wind Young propeller anemometer

5 V-component of wind Young propeller anemor

6 695-2800 nm flux Eppley pyranometer

7 Instrument temperature Eppley pyrgeometer

9 295-2800 nm flux Eppley pyranometer

10 395-2800 nm flux Eppley pyranometer

11 4000-50,000 mm flux Eppley pyrgeometer

12 Ground temperature Optitherm IR thermometer

13 Scattering coefficient MRI nephelometer

14 Apparent sky temperature Heimann pyrometer

15 Nephelometer temperature MRI nephelometer

The last theoretical consideration was that of physically realistic assumptions.

These were few but fundamental. Sulfate was judged to be anthropogenic

because of the large industrial base of the northeastern United States. This

assumption is important in that the experiment is designed to estimate man's

impact on climate; however, from an atmospheric chemistry standpoint, the

origin of the sulfate is irrelevant. Carbonaceous material was disregarded based

on air sample analyses (Lamb, personal communication) done here. This
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assumption is important because the aerosol is considered to have sulfate

characteristics throughout this study. The scattering coefficient calculated at the

surface was assumed constant throughout the boundary layer; this assumption

ties directly in to a further assumption of a well-mixed boundary layer. The

boundary layer is assumed to be well mixed because of the times of day chosen

to take data, and is reasonable. The assumption of a constant scattering

coefficient from the surface throughout the boundary layer is important. Since

optical depth is proportional to k.., and k. is a function of height and

wavelength, removing the height dependence enables -r(k.1, dz) to be

apportioned as a function of height more easily. The assumption would be very

hard to prove experimentally, since measurements would have to be taken at

many levels, but is plausible in a well-mixed boundary layer. The single-scatter

albedo of sulfate aerosol particles was assumed to be unity (Hdnel et al., 1980;

Blanchet, 1989). That assumption itself is good, and can be justified by the

finding that aerosol particles in this region are primarily sulfate.
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Chapter 2

COMPARISON OF ROTATING SHADOWBAND RADIOMETER AND

SUN PHOTOMETER OPTICAL DEPTH MEASUREMENTS

Before proceeding with the analysis of aerosol effects on the radiation

budget, the relative merits of two different methods of measuring optical depth

will be considered. Both a ten-channel sun photometer and a rotating

shadowband radiometer (RSR) were deployed at Rock Springs. These two

instruments both permitted the inference of optical depth from solar radiation

data, but did so in different ways. Since the two devices measured the same

quantity at the same time, a comparison of the relative correspondence of the

data is worthwhile. If general accord is found, the reliability of each instrument

is not only enhanced, but perhaps researchers can eliminate unnecessary

redundancy in future work, saving time or money. If the results are at odds,

further investigation is warranted into possible sources of error. It is beneficial

at this point to review the physical processes and assumptions involved in the

gathering of data by both the ten-channel photometer and the five-channel RSR,

and to consider the merits and drawbacks of each.

The sun photometer used in this research was constructed at the University

of Arizona. Its ten channels, ranging from 380 to 1029 nm, provide data from

the near ultraviolet through the near infrared spectrum. Eight of the channels
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were chosen to lie outside significant molecular absorption bands. The two

channels selected to lie in weak absorption bands are the 670-nim channel, which

experiences absorption by ozone, and the 939-nm channel, picked to estimate

column water vapor concentration. The sun photometer consists of a tripod-

mounted telescope, ten filters, and a photodiode. With the tripod aligned north-

south, the telescope is aimed directly at the sun; the field of view under

operating conditions is two degrees, meaning that only the direct component of

sunlight is measured. The focused beam falls on a photodiode after passing

through one of the filters; the filters on this instrument were computer-

controlled, allowing the user to choose a period for each filter to be exposed in

succession. When the beam passes through a given filter, the number of photons

(which of course varies with wavelength) striking the photodiode excites the

electrons thereon, producing a voltage. The total optical depth -c was then

calculated using the formula

S= - cos(e0) [In (VJVQ,) (2.1)

where 90 is the solar zenith angle, V. is the measured voltage, and V0A is the

zero-airmass calibration voltage, which is the voltage the sun photometer would

yield if it were positioned at the top of the atmosphere. The zero-mass voltage

is obtained using a procedure known as a Langley plot (except for the water

vapor channel), and was last performed for this instrument in June-July 1993 at

Mauna Loa Observatory, Hawaii. A summary of the sun photometer's channels

and their respective zero-airmass calibration voltages can be found in Table 2.1.
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Table 2.1. Wavelengths and corresponding zero-airmass
calibration voltages of the Penn State sun photometer.

I. (nm) Vo0 (mV)

380 104.8

400 250.1

441 811.0

519 771.6

609 1400.0

670 950.9

780 1103.7

872 1376.7

939

1029 911.9

The total optical depth is calculated in Equation 2.1. The Rayleigh

component of the optical depth is determined (Goody, 1964) using the formula

rCR (P,-) = TR (p,/1013.25) (1;/L)4 (2.2)

where TR (p,I.) is the Rayleigh optical depth at a specified wavelength and

pressure, ,R is the Rayleigh optical depth at 500 nm and 1013.25 mb (the value

of 'R is 0.1447), pf, is the surface pressure in millibars, 1- is 500 nm, and I is

the wavelength of interest in nm. The aerosol optical depth is then simply the

difference of Equations 2.2 and 2.1, that is,

T ,• = -C - T R (P,%) (2.3)

where x and •R (p,X.) are as defined in Equations 2.1 and 2.2.
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The sun photometer provides many advantages in acquiring optical depths.

It is a precision instrument capable of taking data at several wavelengths nearly

simultaneously. The theory behind its photodiode is well-understood, and the

calculations are straightforward. Also, since Rayleigh scattering is a known

quantity, aerosol optical depth can readily be isolated. However, the photometer

can be challenging to the user. It requires operator attention, partly because of

a tendency to drift out of alignment, and partly because it can not be used in wet

weather. Besides being fairly labor-intensive (with the associated costs), the

photometer itself is expensive, costing about $8000 (Michalsky et al., 1986). The

bottom line is that the sun photometer allows precise but costly readings.

The expense of the sun photometer has prompted a search for a reliable but

cheaper method of gaining radiation data. The rotating shadowband radiometer

(RSR) is a possible solution. Unlike the sun photometer, the RSR theoretically

requires almost no supervision or maintenance. Michalsky et al. (1986) have

claimed that a RSR can be built for $1500 and provide optical depth data as

accurate as those from a sun photometer.

The rotating shadowband radiometer operates very differently from the sun

photometer. Whereas the sun photometer measures the direct solar beam, the

RSR infers the value indirectly. There are three components of solar radiation

(Michalsky et al., 1986): the direct normal, which is measured by the sun

photometer; the diffuse horizontal, which is the light detected when the sun is

blocked; and the total horizontal, which is the sum of direct and diffuse. Since
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there are three components, of which one is simply the sum of the other two, it

stands to reason that if any two of these values are known, the third can easily

be obtained. From this simple but useful fact arose the shadowband radiometer.

The device (Michalsky et al., 1986) consists of a mount, which must be properly

aligned before using (but theoretically never again), a silicon-based sensor, and

a shadowband, eight degrees wide, which is motor-controlled. The constant-

speed motor drives the shadowband, periodically shading the sensor. When the

band is not shading the pyranometer, the total solar radiation is impinging on the

sensor; when the band is shading the pyranometer, only diffuse radiation strikes

the sensor. Since the total horizontal and diffuse radiation are known quantities,

their difference can be deduced to be the direct beam, from which optical depth

can be inferred. The RSR used in this experiment (Michalsky et al., 1986) is

equipped with a microprocessor to correct for sensor temperature and cosine and

spectral effects. It measures optical depths at five wavelengths (415 nm, 500 nm,

610 nm, 665 nm, and 862 nm), and can take up to 240 measurements per hour.

The rotating shadowband radiometer has many favorable attributes. It can

be used in all weather, demands almost no maintenance, and, at an initial cost

of $1500, represents a considerable savings when compared with the photometer.

The savings increase with time, as there are virtually no labor costs involved with

a RSR. For all its benefits, however, the RSR does have weaknesses. Diffuse

radiation data (Michalsky, personal communication) may have errors as large as

twenty percent on the open silicon channel, though no such problem exists for
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the five aerosol channels. Also, some scattered light that strikes the eight-degree

field of view (FOV) of the RSR sensor (Michalsky, personal communication) is

not seen by the two-degree FOV of the photometer, leading to excessive "direct"

radiation and falsely low optical depth values given by the RSR. The RSR is a

cheap alternative to a sun photometer, but may lack the latter's precision.

Comparing the data from the sun photometer and the rotating shadowband

radiometer will permit an analysis of the consistency of the instruments with each

other. Figure 2.1 is a scatter plot of the RSR aerosol optical depth at 415 nm

versus the sun photometer aerosol optical depth at 400 nm. Data were chosen

during periods when solar flux was steadily changing, indicating an absence of

clouds. The periods range from one to three hours in length. Figure 2.1 shows

that the sun photometer data nearly always have higher values than those from

the RSR. This is expected; the RSR shadow is too large and underestimates the

diffuse field. Since the total beam is the direct plus the diffuse, the measured

direct beam is thus too large, and lower values of optical depth from the RSR

result. Figures 2.2-2.5 show better consistency than is seen in Figure 2.1;

agreement generally improves with increasing wavelength. The large deviations

on August 23 may be due to the sun photometer being slightly out of alignment.

The radiometer's wider FOV lets diffuse radiation into the direct field. Diffuse

radiation is greater at shorter wavelengths due to molecular scattering; it is

possible that a similar relation is true for aerosol scattering. The RSR would

agree better with the sun photometer at longer wavelengths.

14



Optical Depth Comparison
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Figure 2.1. Scatter plot of optical depth data
obtained by RSR at 415 nm versus those acquired
by sun photometer at 400 nrm. Each point denotes
a ten-minute optical depth average.
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Figure 2.2. Same as in Figure 2.1, but with
wavelengths of 500 nm versus 519 nm.
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Figure 2.3. Same as in Figure 2.1, but with
wavelengths of 610 rn versus 609 nm.
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Optical Depth Comparison
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Figure 2.4. Same as in Figure 2.1, but with
wavelengths of 665 nmversus 670 rim.
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Figure 2.5. Same as in Figure 2.1, but with
wavelengths of 862 nm versus 872 nm.
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A different perspective can be gained on the data by averaging all points at

a given wavelength during a single observational period. This allows an

examination of the variability of the data, construction of a best-fit curve, and

calculation of a correlation coefficient for the data. From Figures 2.6-2.10, which

contain all of the data in Figures 2.1-2.5 in more compact form, some interesting

observations can be made. First, at no wavelength are there glaring differences;

the weakest agreement (Figure 2.6) is relatively robust. Second, the data in

Figure 2.6 show the smallest consensus between the RSR and sun photometer,

and the best accord occurs in Figure 2.10, at the longest wavelengths. Third,

forcing all of the equations to have the standard form of a line with a y-intercept

of zero, i.e., y = nix, always results in a slope value of less than one. Since this

shows that the RSR optical depth values are on average lower than those

acquired by the sun photometer, it was decided to take another approach to the

problem: determine if an offset exists between the data sets, and, if so, attempt

to quantify it as a function of wavelength.

The first approach was simply to fit the curves again, but this time fitting an

intercept as well as a slope. After doing this, though, it was clear that the

intercept was merely an unreliable artifact of curve-fitting, because all curves

now had a slope greater than one. To get a good idea of the true offset, the

average differences (A'r) of each of the four sets of optical depth data (sun

photometer minus RSR values to yield positive answers) were plotted as a

function of wavelength (Figure 2.11).
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1 Optical Depth Comparison

y =0.848x
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Sun photometer (400 nm)

Figure 2.6. Scatter plot of RSR optical depth data
gathered at 415 nm versus those acquired by sun
photometer at 400 nm. Each point represents data
averaged for an entire day; periods range from one
to three hours. Vertical and horizontal error bars
represent standard deviations of RSR and sun
photometer data, respectively. Best-fit equation
(linear regression with y-intercept forced- to zero)
and correlation coefficient are shown at upper left.
The line shows the perfect fit of y = x.
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0.8 Optical Depth Comparison
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Figure 2.7. Same as in Figure 2.6, but with
wavelengths of 500 rm versus 519 rim.
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Optical Depth Comparison
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Figure 2.8. Same as in Figure 2.6, but with
wavelengths of 610 nm versus 609 nm.

23



Optical Depth Comparison
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Figure 2.9. Same as in Figure 2.6, but with
wavelengths of 665 nin versus 670 rum.
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0.4 Optical Depth Comparison
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Figure 2.10. Same as in Figure 2.6, but with
wavelengths of 862 nm versus 872 nm.
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Tau Offset vs. Wavelength
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Figure 2.11. Optical depth offset between sun
photometer and RSR. The data curve is shown
together with a best-fit curve, which shows a
relationship between A¶ and I similar to that
between scattering and wavelength. The equation
of the best-fit curve is A-- = (6.19x10 3)."".
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The curves show that the offset decreases geometrically with increasing

wavelength. In trying to determine why such a relationship would exist, various

factors were taken into account, bearing in mind that the RSR's eight-degree

field of view was likely to be a key. The RSR values of optical depth are falsely

low. Direct radiation is the difference between total and diffuse flux, and the

shadowband obscures too much diffuse radiation during the periods when the

sensor is shaded. The result is too high a value of direct radiation, which in turn

implies a lower optical depth. It seemed plausible that the amount of diffuse

radiation would increase strongly with decreasing wavelength. There is more

diffuse radiation at shorter wavelengths due to molecular scattering, and possibly

more due to aerosol scattering as well. The error in the inferred direct radiation

value (and thus the optical depth) given by the RSR would range from very

significant at short wavelengths to negligible at longer ones.

After fitting a curve to the data in Figure 2.11, it was found to be governed

by the equation

?sP 'r RSR + (6.19x10 3)X-3a, (2.4)

where the subscripts indicate the instrument used. Equation 2.4 displays some

similarity to the X. relationship between wavelength and molecular scattering.

From the evidence above, the RSR is a suitable (or preferable) alternative to the

sun photometer. The RSR is much less expensive to deploy and operate than

a sun photometer, which is a significant argument in its favor. Additionally,

though the rotating shadowband radiometer is known to be less precise than the
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sun photometer, it appears that its error is predictable and can be corrected (this

would certainly need to be confirmed with further experiments). Use of the

RSR would result in measurements as precise as those of the sun photometer

(after allowances are made at each wavelength for excess diffuse radiation) at

considerably less cost. For the remainder of this work, the sun photometer's

measurements, which require no corrections, will be used to estimate aerosol

effects on the surface radiation budget.
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Chapter 3

CALCULATION OF SURFACE INSOLATION

The purpose of this study is to determine the extent to which sulfate haze

attenuates incoming solar radiation, and to learn whether visibility and/or

relative humidity correlates well with changes in insolation. The sulfate-induced

effects on the surface radiation are calculated by using observed meteorological

properties as input for an atmospheric radiative transfer model. To test the

model, it is first run with the observed aerosol loading and its output compared

with the solar flux values obtained at Rock Springs. When a strong correlation

is found, the model is run with no aerosol loading, and the haze effect deduced

to be simply the difference between the computer output with and without

aerosol. If a strong relationship is discovered between the haze effect and

visibility, the further aim to provide climate modelers with a simple

parameterization of sulfate haze may be facilitated, since visibility is a commonly

measmed variable.

To realize the goals above, several preliminary calculations were required.

As cited in Chapter 1, many instruments were deployed to allow measurement

of all parameters relevant to radiative transfer calculations. These included a

nephelometer to measure scattering coefficient at the surface, a microwave

radiometer to measure water vapor content, a ceilometer to estimate boundary
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layer height, radiosonde launches to measure the vertical profile of the

atmosphere, and the instruments enumerated in Table 1.1 to measure surface

variables. At this point it is worthwhile to discuss the intermediate parameters

needed to run the radiative transfer model, the processes used to obtain them,

and the assumptions made about each; this will be followed by a description of

the model itself.

To calculate aerosol optical depth, one of the most elementary equations in

radiative transfer is used (Twomey, 1977):

z

=(X) = fký,().,z)dz (3.1)
0

where "r(;) is the total optical depth, k,(.,z) is the extinction coefficient of the

medium, and dz is the distance traveled by the beam through the medium.

Equation 3.1, while a powerful general statement, could not easily be applied to

this research; each of its three terms is problematic in the form shown. The

important variables for this study are the aerosol optical depth, not the total

optical depth; the extinction coefficient could not be measured accurately; dz

needs to be clearly defined. The first simplification made was to subtract the

Rayleigh component t , a well-known wavelength-dependent quantity, as shown

in Equation 2.3. Another key assumption, noted in Chapter 1, is that k, is

approximately equal to k,,; the supposition is based upon work by Hanel (1980),

who stated that sulfate aerosols have a single-scattering albedo close to one, and
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by Lamb (personal communication), whose analysis of central Pennsylvania air

samples indicates sulfate to be the principal aerosol component. Finally, dz is

fixed as the height of the boundary layer on the grounds that aerosol is

predominantly present only in the boundary layer and thus affects sunlight only

in the lowest few kilometers. Though all of these assumptions expedited

research into aerosol optical depth, some of the instrumentation failed to yield

results accurate enough for this experiment.

3.1. Boundary layer extent.

If both k, and the boundary layer height were known, Equation 3.1 would

provide a third means of estimating optical depth (after the sun photometer and

RSR). Before this experiment began, it was hoped that a lidar could be used to

measure the boundary layer height, but the instrument was not funded. As a

result, a laser-beam ceilometer already in place was designated a suitable

alternative. Unfortunately, the ceilometer return lacked the sensitivity necessary

to supply any information about the height of the boundary layer. Having

launched radiosondes regularly, the last recourse was to estimate the vertical

extent of the boundary layer at the time of launch based on the sonde data.

While this method fails to provide any details as to the temporal evolution of the

boundary layer, it does yield a relatively accurate first-order approximation of its

bounds at a given time. Also, since launches occurred during the middle of
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taking data, and since the boundary layer was already well-mixed, the estimate,

while imprecise, should result in the minimal error possible under the

circumstances. The boundary layer heights estimated during this experiment

ranged from 1200-1800 m above sea level (the site elevation is 375 m).

3.2. Scattering coefficient.

An integrating nephelometer and recorder manufactured by Meteorology

Research inc. (MRI) was deployed to gather visibility and scattering coefficient

data. The instrument is designed to make continuous measurements of the

volume scattering coefficient; i.e., kc + kp.r where k., is approximately equal

to k., in Equation 3.1, and k. is the Rayleigh scattering coefficient. The air

quality is determined by taking into account kt while disregarding kp

Additionally, the MRI nephelometer is equipped with a manually-controlled

heater to be used when ambient relative humidity exceeds 65%; the heater

reduces the relative humidity of the sampled air to less than 60% to ensure that

scattering due to pollutants, not water droplets, is measured. The nephelometer

is built to measure scattering coefficient, from which visibility and mass

concentration of particulate matter are inferred. Its effective ranges for these

three variables are 0.01 to 0.1 m-1 , 500 m to c, and 0 to 3800 agm 3 , respectively.

In practice, the nephelometer proved inadequate to measure visibility or

scattering coefficient to any degree of accuracy. Therefore, estimating optical

32



depth (as a check against the sun photometer and RSR) using Equation 3.1 and

ceilometer and nephelometer data was no longer viable. The nephelometer

tended to become contaminated quickly by cobwebs and soil in the rural

environment; this was not entirely unexpected given the dusty conditions

exacerbated by occasional fieldwork adjacent to the nephelometer site. Under

these conditions the nephelometer readings could not be considered reliable.

Since visibility and scattering coefficient are still important, it was decided to

rely on the sun photometer readings and the estimated boundary layer height,

and compute the scattering coefficient by inverting Equation 3.1; that is:

I= = k.,=-,/dz (3.2)

where all variables are as defined in Equation 3.1. Though optical depth values

are assumed to be precise, dz is subject to sizable uncertainty, and the scattering

coefficient derived in this way will likely also have a large error.

3.3. Relative humidity profile.

The relative humidity profile is vitally important to this work. The total

water vapor and its dispersion are vital in determining the aerosol size

distribution, which in turn has a large bearing on the aerosol optical depth. The

instruments used to find the water vapor profile proved reliable. A microwave

radiometer was used to learn the total columnar water vapor content;

radiosondes were launched to determine the water vapor distribution as a
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function of height. A bonus of using both the radiometer and radiosondes was

that the integrated water vapor could be verified by adding the amounts in each

atmospheric layer as partitioned by a model, and comparing with t' e radiometer

output (averaged over the period studied on a given day). The results given by

the two methods showed good accord (Figure 3.1), not surprising since the

radiometer was calibrated using both radiosondes and tipping curves. Since the

study was to be done under cloud-free skies, the radiometer, which also measures

integrated liquid water, was used to check for liquid water clouds. Liquid water

denoted clouds (except cirrus) and those data were ignored. All data here were

taken during times of zero liquid water content as measured by the radiometer.

3.4. Vertical aerosol distribution.

Taking the radiosonde data and partitioning water vapor into vertical bins

provides only half of the information necessary to construct a vertical aerosol

distribution; the profile of the aerosol particles themselves as well as that of the

water vapor is required. There are at least a couple of ways to proceed in

mathematically representing the vertical distribution of aerosol. Given optical

depth data, King et al. (1978) inverted the measurements as a function of

wavelength to yield a Junge distribution (Junge, 1963). The size distribution and

aerosol optical depth as a function of wavelength are related (King et al., 1978)

through the expression:

34



Water Vapor Content Comparison
4

y = 0.995x

Sr = 0.99

2 X

C1

cc

0 I ..... ,,., I

0 2 3 4

Radiosonde (g/m3)

Figure 3.1. Scatter plot of water vapor content
as measured by radiosonde versus that evaluated
(averaged over the period in question) by the
microwave radiometer. Best-fit equation and
correlation coefficient are at upper left.
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U UT.;)= f f wrr2Q,(r,1,m)n(r~z)dzdr, (3.3)

where %,,(1) is the wavelength-dependent aerosol optica' depth, Q_ is the

extinction efficiency factor from Mie theory, I is the wavelength of the incident

radiation, n(rz) is the height-dependent aerosol number density in the radius

range r to r+dr, and m is the complex refractive index of the aerosol particles

(a complete list of complex refractive indices for sulfate and other particles at

wavelengths from 0.300-4.000 pm may be found in d'Almeida et al., 1991).

The result of evaluating the height integral in Equation 3.3 is (King et al., 1978):

,.)= f 7rQ.,(r,X.,m)n.(r)dr, (3.4)
0

where nf(r) is the columnar aerosol size distribution, i.e., the number of particles

per unit area in a given radius interval in a vertical column. Integration is only

to the top of the boundary layer, not (as King) to the "top of the atmosphere."

To determine nh(r) (King et al., 1978), the transform of Equation 3.4 must

be obtained; however, since an expression for l,(r) can not be written analytically

as a function of erQ,(.), the integral in Equation 3.4 must be approximated. This

is accomplished by using a summation over coarse intervals in r, each of which

is composed of several finer subintervals as described by .Herman et al. (1971)

for the case of the angular distribution of scattered monochromatic light. To

examine the specific kernel functions which result when the procedure above is
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applied (King et al., 1978), n,(r) is set equal to h(r)f(r), where h(r) is a rapidly

varying function of r and f(r) varies slowly. With this substitution, Equation 3.4

becomes:

rb

S,,(-) = f 7rQ,,(rX,m)h(r)f(r)dr, (3.5)
ra

where the limits of integration have been made finite and range from r" to rb.

Equation 3.5 can then be approximated as a summation; i.e.:

n r,+,
T.(;.) = J f 7r2Q(r,.,m)h(r)f(r)dr, (3.6)

j=1 rn

where r, = r. and r.. 1 = rb.

Using Equation 3.6, King et al. (1978) assumed f(r), which varies slowly, as

constant in each coarse interval, which resulted in a system of linear equations

they represented as the vector equation:

g = Af + e (3.7)

where g represents the measured quantity, Af signifies the theoretical solution,

and e is an unknown error vector which represents the deviation between theory

and measurement. The discrepancy e arises from quadrature and measurement

errors and from uncertainties as to the exact form of the kernel function (in this

case, 7r2Q.,(r,X,m)). I

It follows (King et al., 1978) from Equation 3.6 that the elements of

Equation 3.7 are given by:
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= : aw(X'i), i = 1,2 ,...,p,

rJg

Au = 7crQ,,(r,.L,,m)h(r)dr, j = 1,2,...,n, (3.8)

where (irj) are the midpoints of the coarse intervals.

In terms of an integral over x = logr, Equation 3.8 may be rewritten (King

et al., 1978) as:

xi+1

AU f K(x,,.•)dx, (3.9)
NJ

where

K(x,.) = 710'Qm(10x,Xm)h(10x)hn0. (3.10)

Equations 3.9 and 3.10 are the same as those obtained by Yamamoto and

Tanaka (1969) if h(r) takes the form of a Junge distribution, i.e.,

h(r) = r-('÷") (3.11)

with the Junge parameter v" assumed to have a value of 3.0.

Despite the utility of the above equations, the assumption of a Junge

distribution has been found to be problematic by King et al. (1978), who noted

that the distribution is almost a delta function for large values of v" (on a linear

scale), and by Davies (1974), who pointed out that the Junge power law is

independent of larger particles and thus can not be applied to aerosols. In

addition, experiments done by King et al. (1978) in which aerosol size
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distributions were obtained by inverting optical depth measurements, showed

clearly that a Junge distribution occurred on only about twenty percent of the

days during which measurements weie taken. Finally, King et al. (1978) pointed

out that due to the extinction cross-sections (which increase rapidly with radius),

and number densities of aerosol particles (which normally decrease with radius),

measurements of attenuation in the solar spectrum limits the radius range of

maximum sensitivity to large and giant particles only (0.1-4.0 prm). Since there

is no strict rule as to which radii range contributes most strongly to attenuation,

particles below 0.1 gm in diameter, which have much higher number densities

than larger particles, and those larger than 4.0 pnm, which have much higher

extinction coefficients, must be adequately represented.

To address the problem of accurately depicting aerosols in the atmosphere,

Davies (1974) advanced the use of a log-normal distribution. He began with the

standard Junge (1963) distribution equation:

dN/dlnr = crO, (3.12)

where dN is the number of particles per cm3 in the range dlnr, N is the total

number of particles per cm3, c is a constant depending on the total number, and

j3 is claimed by Junge and Jaenicke (1971) to be approximately three for radii

less than 10p•m, and near six for radii greater than 10 pm. Davies (1974) proved

that if Equation 3.12 is used, particles of size 0.1-1.0 pm are those primarily

represented; adding particles of radii 1-10 pm has only a slight effect on the

expression, and adding particles of size 10-100 pm has no effect. Using several
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values of 0, Davies (1974) showed the minimal effect of large particles (> 10pm)

on a Junge distribution (Table 3.1) and its weakness in representing aerosols.

As a solution to the aerosol dispersion problem, Davies (1974) proposed that

a log-normal distribution would represent aerosols well based on work with Los

Angeles smog particles. Davies (1974) began with the basic log-normal equation:

dN 1 dN N -0.5 (3.13)
dlnr 2.303 dlogr 2 7C1n [ In a

where r. is the median radius, In rM is the most probable value of In r, and

In a is the standard deviation of In r. The value a. = 2 corresponds to about

Table 3.1. Using various values of P, the effect of assuming the maximum radius
to be 1, 10, or 100 pm is shown to be negligible on the mean radius (Davies,
1974).

________r_____ (pm) rayc (pm)

2 1 0.18

2 10 0.20

2 100 0.20

4 1 0.13

4 10 0.13

4 100 0.13

6 1 0.12

6 10 0.12

6 100 0.12
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a 100-fold radius range (Davies, 1974); larger values of a. would likely indicate

that more than one means of particle generation is occurring and that a single

log-normal distribution is not apt to fit the data well over larger radius ranges.

The log-normal distribution of Equation 3.13 fits a great deal of data and

possesses unique mathematical properties (Davies, 1974) which make it easy to

use. A key reason for this (Davies, 1974) is that distributions of all powers of

the radius have the same value of cr This is seen, e.g., in the distribution of r-:

r 3dN 1 r'dN Nr 1Mjr1
3  i n I0(r.r5) (3.14)

dlnr 2.303 dlogr ý2 -rIn [r I. na

where rM" is the median radius of the distribution of r3. Given its applicability

to aerosol size distributions, the radiative transfer model will be given a log-

normal distribution as input after verifying the validity of such a distribution.

To obtain an aerosol size distribution, the first step is to calculate a mean

value of T(A) for each of the four days of the experiment and fit the data to a

curve of the form

, x) =b;L-* (3.15)

where -r and I are as defined previously, and b and a are coefficients to be

determined empirically. The fit is based on the theoretically geometric

association between wavelength and optical depth (,ngstr6m, 1961).
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Given the value of a for a given day. and the simple relationship (King et al.,

1978):

v" = a + 2 (3.16)

v, the Junge parameter from Equation 3.11, can be easily obtained. Using as

input this calculated (not estimated) value of v*, the wavelength-dependent

optical depth values measured by the sun photometer, and the complex refractive

indices for sulfate particles at wavelengths from 0.300 to 4.000 pm, the code

developed by King et al. (1978) calculates a Junge distribution.

Because of the limitations encountered by King et al. (1978) and Davies

(1974) in representing aerosol with a Junge distribution, a smoothing matrix is

applied to the output, constraining the data to fit a log-normal distribution.

From this log-normal distribution, the variables rm and oa in Equation 3.14 are

obtained. Table 3.2 shows that the values of r., agree reasonably well with those

of King et al. (1978). The values of ac are near 2.0, indicating (Davies, 1974)

that a log-normal distribution is a good representation of the aerosol. The

calculated v" values are close to the assumed value (Junge, 1963) of 3.0.

Table 3.2. Calculated values of rM, oa, and v using Mie theory.

Date rM (gm) v

15 Aug 1993 0.042 2.20 3.16

22 Aug 1993 0.033 2.29 3.10

23 Aug 1993 0.040 2.22 3.39

26 Aug 1993 0.032 2.25 3.35
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Although the results shown in Table 3.2 seem to depict the size distribution

well (rM - .04, o0 - 2.0, v* - 3.0), there is a means of checking the code's

soundness. The output of a scattering subroutine within the radiative transfer

code includes extinction efficiency Q.(;X), scattering efficiency Q,(;.), extinction

cross-section o,.,(;), scattering cross-section o,•(;.), and asymmetry parameter

g. Optical depth -(X) is proportional to •jX) through the equation (Twomey,

1977):

2

.;= f L() Ndz (3.17)
0

where N is the total number of particles per cm3. Since a•(.) and oA) are

virtually identical in all output, it stands to reason that if (•.X) and 0,(b) are

plotted together (both versus wavelength), the curves should have approximately

the same shape. In practice, it was necessary to multiply o,(.) by ten to show

clearly the shape of that variable (Figures 3.2-3.5) and optical depth on the same

graph. It can be seen that the curves generally parallel each other, indicating

that the retrieved size distribution is an adequate representation of the actual

aerosol. It is also seen that the assumption of a single-scatter albedo (CO) equal

to unity is reasonable, since a,, and o, are nearly indistinguishable. Given the

satisfactory depiction of aerosol by a log-normal distribution, such a distribution

will be used in the radiative transfer model.
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Figure 3.2. Comparison of .r(,X) and ,t(X) plotted
versus wavelength. Data are from 15 August 1993.
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Optical Depth and Scattering Cross-Section
Slope Comparison - August 22
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Figure 3.3. Same as Figure 3.2 except from
22 August 1993.
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Optical Depth and Scattering Cross-Section
Slope Comparison -August 23

S,-.-ascatx1O (um2)

-*TauX\

. 0.5
Co ,

00
"I-I % %

00

0.1
0.3 0.5 0.7 0.9 1.1

Wavelength (micron)

Figure 3.4. Same as Figure 3.2 except from
23 August 1993.
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Optical Depth and Scattering Cross-Section
Slope Comparison - August 26
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Figure 3.5. Same as Figure 3.2 except from
26 August 1993.
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3.5. Model Description and Verification.

With all preliminary calculations performed, the model can now be run to

determine its validity, adjusted if necessary and then used to learn the impact of

sulfate haze on the surface radiation budget. At this point it will be helpful to

review the algorithm and the assumptions made therein.

This model employs a tridiagonal matrix (Toon et al., 1989) based on the

two-stream formulation used by Meador and Weaver (1980). It arose from a

need for a routine which could calculate the radiation fields in a plane parallel,

vertically inhomogeneous, multiple scattering atmosphere without undue

computational demands. Though many have developed numerically efficient,

approximate radiative transfer schemes, this model was developed to deal wich

three seldom-addressed problems: allowance for a vertically inhomogeneous

atmosphere, calculation of photolysis rates in anisotropic, multiple-scattering

atmospheres, and treatment of scattering in the presence of thermal emission.

A single homogeneous layer is the simplest way to represent the entire

atmosphere; several approximate techniques (Toon et al., 1989) have been

developed to compute the transfer of solar energy through such a layer. These

procedures are all referred to in the literature as "two-stream" approximations;

each individual method is identified by a specific name such as the quadrature

or 6-Eddington technique.
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Beginning from the solution for the intensity at the boundaries of a single

homogeneous vertical layer, Shettle and Weinman (1970) found that a matrix of

equations could be derived for the intensities at the boundaries of multiple

inhomogeneous layers by matching the single-layer equations using appropriate

boundary conditions. Lacis and Hansen (1974) showed that when solar forcing

was treated as a boundary condition, the single-layer, two-stream solutions for

reflectivity and transmissivity could be placed into an adding and doubling form

for multiple layers, resulting in a tridiagonal matrix. The benefit of this form of

matrix (Toon et al., 1989) is that the equations can be solved without resorting

to a complex matrix inversion, and the computational time increases only linearly

with increases in the number of vertical levels. Hansen et al. (1983) showed how

the equations could be extended for a quadrature form of the two-stream

approximation when the solar zenith angle is included explicitly.

Toon et al. (1989) derived a tridiagonal matrix for multiple layers valid for

the entire class of two-stream equations (Meador and Weaver, 1980); the matrix

is the backbone of this model. First, the general two-stream solution for a single

homogeneous layer is derived. Next, a matrix solution for multiple homogeneous

layers, which approximates a vertically inhomogeneous atmosphere, is derived.

The next step is to introduce the two-stream source function approximation, and

then the accuracy of the technique is demonstrated using specific examples. The

advantages provided by this scheme are that it retains the speed, simplicity, and

numerical stability of the Lacis and Hansen (1974) approach, without being
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restricted to a single type (e.g., quadrature or 6-Eddington) of two-stream

approximation. A drawback of this approach (Toon et al., 1989) is that while its

accuracy for multiple layers is usually better than ten percent for heating rates,

the model's error can approach twenty percent when the solar zenith angle is

large. For this experiment, however, that shortcoming is irrelevant since

measurements were always taken between 0900 and 1600 local time due to

difficulties in aligning the sun photometer at other times. The radiative transfer

model is thorough and versatile in its representation of the atmosphere, and is

reliable enough to be used to determine aerosol effects on surface shortwave

flux.

This model is capable of handling as many as 55 vertical layers; input here

include the 33 layers generated by the water vapor model and the user-defined

boundary layer height. The algorithm integrates over 26 different solar

wavelength intervals to get the total flux. Since the sun photometer data consist

of optical depth at eight wavelengths, none of which corresponds to those in the

model, it was necessary to develop a means of taking the photometer data and

transforming them into the form required by the model. The wavelengths ranged

from 0.380 gm to 1.029 pm in the case of the sun photometer, and from 0.256

gm to 4.292 pm in the model, meaning that both interpolation and extrapolation

were necessary. Though extrapolation was seemingly a risky venture, it is useful

to recall that a curve fit can be done using Equation 3.15. Instead of using a

mean value of optical depth over a given day, however, this time a curve is fit
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to each ten-minute average of optical depth. The result is an excellent fit to

data points (Figure 3.6); the close correspondence between data and the

geometric curve allows the user to transform the eight sun photometer points

into the twenty-six points necessary for model input with minimal uncertainty.

The radiative transfer model requires several parameters to calculate

shortwave surface flux; these include Q,, Q., g, rm, oa, q(z), and "r(.,z). Of

these, all but c(1,z) need to be calculated by intermediate algorithms prior to

running the radiative transfer model. In the case of -r(,z), the values of optical

depth are known at the surface from sun photometer data, and are transformed

from eight values to twenty-six using the curve fit described by Equation 3.15.

However, the measured data only reveals T(1) at the surface (z= 0). Aside from

determining how to extrapolate values of optical depth, it was also necessary to

apportion the aerosol optical depth as a function of height. This was

accomplished by taking the aerosol optical depth (as a function of wavelength)

and dividing by the estimated boundary layer height. With this number

calculated, the optical depth is computed as a simple linear function of height

within the boundary layer. That is, the optical depth decreases linearly from its

maximum (measured) surface value to zero at the top of the boundary layer.

Above the boundary layer, the aerosol optical depth is assumed to be zero. The

altitudes at which r(X.,z) is calculated are the 33 levels generated by the water

vapor distribution model plus the user-defined top of the boundary layer; r(X.,z)

thus consists of optical depth at 26 wavelengths and at 34 levels.
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Geometric Curve Fit
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Figure 3.6. A comparison of the sun photometer
data points and the curve following the equation
S= 0.219(,'"). Data shown are from 15 August
1993 at 0827 EST.
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Gases of particular importance i., :'is model are water vapor, carbon

dioxide, and ozone, because of their important absorption and scattering

properties. The model calculates the component of optical depth due to gases

based on absorption and scattering which results from the presence of just the

three gases above. The vertical profiles of these trace gases are taken from a

U.S. Standard Atmosphere mid-latitude sounding. Attenuation in this program

is divided into four categories: trace gas absorption; aerosol absorption;

molecular (Rayleigh) scattering; and absorption and scattering by clouds.

Since the incident angle of sunlight is so important, this model calculates

ephemeris data which requires only the input of the day, month, and year by the

user; input files with optical depth data must associate a time with the r(,.,z) to

allow the model to compute the zenith angle. The optical depth model input

was r(X,z) for 26 .vavelengths and 34 levels in the model; the values of optical

depth were obtained using the curve fit and linear interpolation methods already

described. The ten-minute averaging period was chosen to keep the number of

data points reasonable without allowing the zenith angle to vary excessively.

As discussed in Section 3.4, one value of the parameters rIM, ao and v" was

computed per day. While the variables r,, a., and v" are as important as optical

depth input, the former were considered less variable than the latter, which is

why the averaging periods are significantly different. The variables r., a, and

S(l.) are necessary input for the radiative transfer model to calculate Q,,, Q.,

(a., and g, which are in turn needed to calculate shortwave surface flux.
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Given the input of solar variables, water vapor distribution, aerosol size

distribution, a model atmosphere, and vertical layers, the program computes

fluxes using a tridiagonal matrix. The model was first tested by providing aerosol

optical depth input and comparing the flux output with measured values. Before

making decisions about the accuracy of the model, however, there were two final

steps to take: first, determine the inherent error of the pyranometer, and second,

allow for a bias between model output and measurements which arises because

of their different spectra. The combination of cosine and temperature effects

under the experimental conditions gives a maximum error of two percent

(manufacturer specifications), or about 10-15 W/m 2 for typical measured values.

The offset between the data sets involved more thought: since the pyranometer

measures flux between 0.295 and 2.800 gm, and the code takes into account

wavelengths between 0.256 and 4.292 pm, the model output should by that fact

alone always be slightly larger. Though the discrepancy is small, it should be

calculated as accurately as possible to estimate its effect on the results and its

significance compared with the pyranometer error. To determine the difference,

it was necessary to integrate Planck's law (Wallace and Hobbs, 1977) in its exact

form:

Ex= - (3.18)
"exp(c 2/X.T) - 1

where E, is the monochromatic flux, cl has a value of 3.74 x 10-16 Wm2 , c2 is
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equal to 1.44 x 10" m0 K, X is a given wavelength, and T in this case is equal to

6100 `K, the temperature of the sun.

To estimate the amount by which the flux is reduced when ignoring the "tails"

of the solar emission curve, Equation 3.16 was integrated (actually approximated

using finite differencing) twice - once with the upper and lower limits set at 0.295

and 2.800 gm, and then with the limits at 0.256 and 4.292 pm. In each case the

finite difference d). was set at 0.001 pm. When dividing the second answer by

the first, the ratio was 1.025, indicating that the pyranometer would yield answers

about 2.5 percent lower than those given by the model, even assuming both are

perfect. For this reason, when plotting the calculated fluxes versus the measured

ones (Figure 3.7), the line y = 1.025x was included as the baseline indicating

perfect agreement (note that a 2.5 percent error amounts to 10-20 W/m 2 for the

range of fluxes measured in this experiment).

Though Figure 3.7 shows reasonable agreement between calculated and

measured fluxes, there are points from August 15 and August 26 that lie well off

the expected line. When the data analysis was started, even the most marginal

data were kept. Good and bad data were initially differentiated by examining

flux curves as a function of time; if the curves varied smoothly, the data were

deemed acceptable. One problem with this is that there were few good data,

and slight departures from a smooth curve were ignored in the interest of

maximizing the data set. In the case of the measurements that remain, ten-

minute averages were taken during good data periods, with marginal information
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Calculated vs.Measured Flux
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Figure 3.7. A scatter plot of calculated vs.
measured fluxes. The line y = 1.025x is the
expected result given the use of a slightly larger
spectrum by the model than by the pyranometer.
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sometimes remaining near the beginning or end of the period. A journal kept

during the research is annotated with remarks indicating stratocumulus and

cumulus over the mountain ridge during parts of good data periods. Clouds not

directly in the sun photometer's view do not affect the optical depth data, but

even clouds on the horizon may adversely affect the readings of the 180-degree

FOV pyranometer used to measure surface fluxes. If points affected by any

cloud cover, as determined by journal annotations and inspection of solar flux

curves, are deleted (which amounts to rejecting the last third of the August 15

data and the last half of the August 26 data), much better agreement exists

(Figure 3.8) between calculated and measured fluxes. In every case of large

discrepancy in Figure 3.7, the measured flux is smaller, bolstering the notion that

clouds reduced the amount of radiation striking the sensor. Figure 3.9 is a plot

of observed surface flux versus time on August 26. The vertical lines delimit the

bounds of good data, yet it can be seen that the surface flux does not follow a

smooth curve for the latter part of the period in question, probably indicating the

presence of scattered clouds (journal entries past 1600 UTC confirm cumulus

clouds on the horizon). When data are restricted based on a combination of the

surface flux curve and the journal entries, the model verifies well.

As a further check of the model's validity, the fractional error in the data

from Figure 3.8 is calculated; this fractional error f is defined as

f = (Fo• - F%)/Ft, (3.19)
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Calculated vs.Measured Flux
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Figure 3.8. Same as in Figure 3.7, but with
marginal data from August 15 and 26 deleted.
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Surface Flux vs. Time (August 26)
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Figure 3.9. Surface flux vs. time plot from
August 26.
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where F designates flux, the subscripts distinguish between observed and

calculated fluxes, and where all calculated fluxes have been reduced by 2.5% to

account for the different wavelength ranges of the model and the pyranometer.

The fractional error is then plotted in histogram form (Figure 3.10) to determine

its distribution and thus the extent of agreement between calculated and

measured fluxes. The sample interval is set at 0.005. Figure 3.10 shows peaks

at ± 0.02, and reveals that virtually all points are inside the ± 0.03 range, an

indication of excellent agreement. Finally, the mean and standard deviation of

f are calculated and found to be -0.0064 and 0.0216, respectively, showing that

the fractional error is centered near zero as well as tightly confined to values

near the origin. All evidence supports the conclusion that the model agrees well

with measurements, and use of the code to explore haze effects is justified.
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Figure 3.10. A histogram of fractional error
distribution indicates that nearly all points
have errors of less than three percent.
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Chapter 4

COMPARISON OF INSOLATION WITH

AND WITHOUT AEROSOL PRESENT

The verification of the model in Chapter 3 is an important step toward

assessing the role aerosol plays in determining the surface radiation budget, but

it is still only an intermediate process. The next step is to try to determine the

effect of aerosol optical depth and varying zenith angle on the surface radiation

budget, and ascertain whether or not the attenuation of radiation can be related

to commonly-measured meteorological parameters. If a strong relationship is

found, climate modelers could use the information to parameterize sulfate haze.

Given the wealth of research into the growth of particles as a function of relative

humidity (Angstrbm, 1961; Davies, 1974; Leaitch et al., 1986, O'Neill et al.,

1993), the effects of relative humidity on visibility (Ball and Robinson, 1982;

Fitzgerald et al., 1982), and the frequency with which these variables are

measured, it seems Jrl.gical to examine aerosol attenuation of radiation as a

function of relative humidity and visibility.

Evaluation of aerosol effects on visibility turned out to be a practical

impossibility for a variety of reasons. The first plan was to measure the

scattering coefficient with a nephelometer, but the instrument lacked the

required accuracy. An alternative was to measure the boundary layer height dz

62



with a laser beam ceilometer and use the relationship -r = (k.,)(dz) to infer the

extinction coefficient, which closely approximates the scattering coefficient in the

case of sulfate aerosol (Blanchet, 1989). This strategy also fell short because the

ceilometer was not precise enough for this experiment. Finally, our last resort

was to estimate the boundary layer height using radiosonde data; the sondes

were launched once a day. Since the estimate of dz is subject to a great deal of

uncertainty to begin with, and is calculated only once a day, its use in

determining scattering coefficients for data averaged every ten minutes would be

pointless. The conclusion is regrettable but inescapable: this experiment will

yield no new information about the relationship between aerosol optical depth

and visibility.

Measurements of relative humidity, unlike those of visibility, were reliable.

They were averaged every ten minutes along with optical depth data, allowing

a fairly straightforward comparison of net flux reduction and humidity at the

surface. Before beginning the analysis, prudence dictated a classification of data

into separate categories based on the day on which they were obtained. The

reason for this is simple: though all data were taken deliberately during similar

weather (i.e., hazy, cloud-free), they were nevertheless measured on four

different days during an eleven-day period between 15 and 26 August 1993.

Given that the air mass was at least slightly modified from one day to the next,

any relationships that might be valid on one day are not necessarily true at

another time.
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A good starting point in examining the role of aerosol on the surface

radiation budget is to plot aerosol optical depth at 519 nm as a function of time.

The wavelength was chosen because it is the closest of the sun photometer's

channels to the maximum solar output computed (Wallace and Hobbs, 1977) by

Wien's Law. Such a graph (Figure 4.1) allows for inspection of columnar aerosol

changes on a given day, and also permits a comparison of varying air quality on

different days. Data from all four days show considerable fluctuations in optical

depth values; also of note is the fact that the air seems to be significantly cleaner

on August 22 and August 26 than on the other two days measurements were

taken. Optical depths on all days generally trend toward a minimum at solar

noon, because the values are of vertical optical depth. The period of nearly

constant optical depth on August 26 beginning at about 10:00 EST will provide

an opportunity to examine the cosine effect on flux losses; since -c., is unvarying,

changes in p. may dominate flux changes during that interval.

Another worthwhile step is to explore the progression of relative humidity

as a function of time (on a day-by-day basis). Relative humidity is vitally

important to this study; particle sizes are known to increase with increasing

relative humidity (Hinel, 1976). It is being evaluated for a possible correlation

to surface flux losses; s:icl a relationship might facilitate parameterization of

sulfate haze by climate modelers. In addition, plotting humidity allows an

examination of the way in which the meteorological situation evolved on a given

day. Figure 4.2 illustrates two important points. Not surprisingly, relative
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519-nm Optical Depth vs. Time
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Figu•' 4.1. The optical depth at 519 nm is
shc all days of the experiment.
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Relative Humidity vs. Time
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Figure 4.2. Relative humidity is plotted as a
function of time.
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humidity shows a downward trend from morning to afternoon as air temperature

rises. Also, its values on August 22 are much lower than on any other day of the

experiment, possibly explaining that day's apparent higher air quality.

To learn the effects of aerosol on midlatitude summer insolation, the surface

fluxes with and without aerosol present, and the differences between the two, are

plotted. It should be noted that the surface flux with aerosol present is the

calculated, not measured flux. The reason is that when flux charges are

calculated, the results are a small deviation between two large numbers. If

measured fluxes, with their random instrument error of 10-20 W/m 2 and

imperfect accord with model output, were used to calculate the difference, each

individual deviation would be subject to large uncertainty.

The observed solar flux in August is about (Figures 4.3-4.6) a maximum of

900 W/me. Surface flux is a fairly smooth function of time in these cases

because of the absence of cloud cover, but not perfectly so because of variations

in optical depth. The flux computed by the model with no aerosol input is

absolutely smooth, since the model need only take into account solar output,

Earth-Sun geometry, molecular absorption by H-20, C0 2, and 03, and Rayleigh

scattering. Without aerosol, the maximum calculated surface insolation nears

1000 W/m2. Inspection of these curves thus indicates that aerosol accounts for

attenuation on the order of 100 W/m 2 during hazy summer days in the

northeastern United States. Losses of that magnitude are definitely significant

to climate.
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Flux Computed with and
without Aerosol - August 15
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Figure 4.3. Surface flux computed with
and without aerosol present is shown for
August 15.
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Flux Computed with and
without Aerosol - August 22
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Figure 4.4. Same as Figure 4.3, but
for August 22.
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Flux Computed with and
without Aerosol - August 23
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Figure 4.5. Samne as Figure 4.3, but
for August 23.
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Flux Computed with and
without Aerosol - August 26

900 -Wthout aerosol

--Wih aerosol

800

~700

600

5 0 0 . . . . . . . . . . . . . ., . .,
8 10 12

Eastern Standard Time

Figure 4.6. Same as Figure 4.3, but
for August 26.
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The net flux change AF, defined as F 1, - F,,, with the subscripts denoting

clear skies (no aerosol; Rayleigh scattering only) and the presence of aerosol,

respectively, is plotted as a function of time. Figure 4.7 illustrates several

important points. To a first approximation, the curves in Figure 4.7 resemble

those in Figure 4.1, indicating the expected relationship between aerosol optical

depth and attenuation. Also, the decrease appears to change uniformly with

time only on August 22; the absolute reduction on three of the four curves tends

toward a minimum at noon, despite the opposite trend in insolation. Finally,

during the August 26 period of near-constant optical depth beginning around

10:00 EST, the flux loss is almost constant but increases slightly. The total

shortwave transmission T is defined (Goody, 1964) as:

T = Fr/Fo (4.1)

where F. is the downward shortwave flux at the surface and F. is the downward

shortwave flux at the top of the atmosphere. The total shortwave transmission

T can be expressed as the sum of the direct and diffuse beam components

T = Tdw + Tdi (4.2)

The two components are defined as:

Tdi. = exp (-i/p.,) (4.3)

where - is total optical depth and ýLo is the cosine of the zenith angle, and

Tdi = (FrFpo)" 1 I'(T) (4.4)

where 7F is the incident collimated flux per unit area perpendicular to the

earth's surface (using the plane parallel atmosphere approximation) and I(r) is
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Net Flux Change vs. Time
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Figure 4.7. Net flux change due to aerosol as a
function of time.
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the downward diffuse flux. If there were no aerosol in the atmosphere, Equation

4.1 could be written

T'. = FI./F. (4.5)

where F,, would be the downward shortwave flux calculated at the surface

without aerosol, and T., would be the transmission in the absence of aerosol.

By combining Equations 4.1 and 4.5, it is seen that Fue/Fd, the ratio of

downward shortwave surface flux with aerosol present to that of downward

shortwave surface flux with aerosol absent, can be expressed as T/TC. By using

Equations 4.2-4.4, T/Td, can be rewritten as

T/Tr~. = [exp(-•/g.) + (%Fp',*)" I'(r)]/TCjr (4.6)

The net flux change AF is defined as Fd, - F, , so the ratio FW,/Fd, is equal to

1 - AF/F,. Since FW,/Fd, is equivalent to T/T, , Equation 4.6 can be rewritten:

AF/FId, = 1 - [exp(-'/g.) + (nF 0o)"1 I'(¶)]/T•jr (4.7)

If optical depth is constant and V.o nearly so, Equations 4.3 and 4.7 imply that

direct transmission is nearly constant and depends strongly on pi.. Equations 4.3

and 4.7 refer to broadband optical depth, but 519-nm optical depth varies with

broadband optical depth. Therefore, since the direct component is a sizable

portion of total transmission, it is expected that net flux loss at around 10:00 EST

on August 26 should be approximately constant, which Figure 4.7 shows is the

case. The slight increase in AF during the period beginning at around 10:00 EST

is attributable to the slow increase in gto occurring at that time.

74



There was a large range of flux values (400-900 W/m") resulting from widely

varying values of p, computed in this experiment. Since this range could by itself

influence the value of AF, it was decided to calculate and plot the quantity

AF/Fd,. The point was to remove the p. dependence to first order by dividing

by the incident flux, which itself is a function of ý*. Removing the g.

dependence would determine whether flux losses near noon were a result of the

larger initial fluxes. Figure 4.8, which depicts the fractional flux losses AF/Fd,

as a function of time, shows an even greater correlation with Figure 4.1 than

does Figure 4.7. The quantity AF/FC, is plotted to allow inspection of flux losses

at any given time on a more objective basis. Like the net flux loss in Figure 4.7,

the fractional flux loss during the minutes shortly after 10:00 on August 26 is

approximately constant.

Given the reasonable similarity among the Figures 4.1, 4.7, and 4.8, it seems

likely that flux loss plotted against optical depth would show a relationship as

well. Net flux loss (Figure 4.9) is clearly seen to be a function of optical depth

except on August 15, when such a connection is not obvious. Total transmission

depends on both direct and diffuse beams. Flux loss should therefore be a

strong function of optical depth. However, flux loss will not have the perfect

exponential relationship with optical depth shown in Equation 4.3, because

diffuse transmission increases (Wallace and Hobbs, 1977) with optical depth, and

because of the dependence of net flux loss on ,
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Fractional Flux Change vs. Time
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Figure 4.8. Fractional flux change due to
aerosol as a function of time.
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Net flux loss vs. Tau (519 nm)
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Figure 4.9. Net flux loss is plotted against
optical depth.
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When fractional flux loss is shown (Figure 4.10) as a function of optical

depth, the expected strong correlation emerges. As with net flux loss, data from

August 15 show the least agreement between measurements and theory; values

from the other three days are seen to increase nearly monotonically with optical

depth. The data also show, importantly for climate modelers, that aerosol

extinction alone can in hazy conditions exceed twenty percent. Additional

information can be gained by taking all points on Figure 4.10 and fitting a curve

to them. Since the points from all days appear to fall approximately on one line,

a linear regression is chosen. When a linear regression is performed, the best-fit

curve is

AF/FI, = 0.293,r + 0.028 (4.8)

where T is the 519-nm aerosol optical depth. The correlation coefficient of the

curve is 0.97. Figure 4.11 illustrates the excellent fit of Equation 4.8, as was

expected given the high correlation coefficient.

The linearity of AF/F when plotted as a function of optical depth is

intriguing. It is known from Equation 4.7 that, at least to a first approximation,

AF/F. is an exponential function of optical depth. A possible reason for the

linearity is that e", for small optical depth values, can be approximated using a

Taylor expansion as:

e = 1 - .r + r2/2! - T-1/3! + ... + r'n/n! - (4.9)

Clearly, for very small optical depth values, only the first two terms on the right

would be significant, and AF/F as a function of optical depth would be nearly
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Fractional flux loss vs. Tau (519 nm)
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Figure 4.10. Fractional flux loss is shown
as a function of optical depth.
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Fractional flux loss vs. Tau (519 nm)
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Figure 4.11. Data points from Figure
4.10 are shown with a best-fit curve.
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linear (disregarding v. and diffuse transmission). The smallest values of optical

depth measured in this experiment were between 0.15 and 0.25; at those values

only the linear term of the Taylor expansion would need to be considered. For

higher values of optical depth, which in this study are between 0.6 and 0.7,

e" would deviate considerably from linearity.

Equation 4.8, though a superior fit to measurements, presents a problem for

climate modelers in that the y-intercept is nonzero due to measurement error.

Based on Equation 4.8, there is a fractional flux loss of nearly three percent due

to aerosol when the aerosol optical depth is zero! While modelers find it

necessary to make physical assumptions and approximations, it is certainly of no

advantage to them to insert obviously false statements into their algorithms.

Since Equation 4.8 would require modelers to use an incorrect assumption

in their code, the data from Figure 4.10 were again fitted to a line, but this time

with the intercept forced to zero. In this case, the result is

AF/FCI = 0.363- (4.9)

Equation 4.9 still has a high correlation coefficient of 0.94; the line is shown in

Figure 4.12.

Equation 4.9 could prove very beneficial to climate modelers. It states that

if the 519-nm optical depth is known (from Chapter 2, continuous optical depth

measurements may in the future be inexpensive to obtain with a rotating

shadowband radiometer), the fractional flux loss due to aerosol can be easily

calculated. In fact, there would be no need to measure fluxes directly; if
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Fractional flux loss vs. Tau (519 nm)
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Figure 4.12. Same as Figure 4.11, but
with y-intercept forced to zero.
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modelers are only interested in the fractional flux depletion as a function of

optical depth, Equation 4.9 allows the ratio to be found with no measurements

aside from optical depth itself.

The Rock Springs experiment was designed to measure the magnitude of

aerosol attenuation, and it has shown that flux reductions of ten to twenty

percent are not uncommon during the summer months in the industrialized

northeastern United States. Another useful discovery is the relationship found

between fractional flux loss and optical depth in Equations 4.8 and 4.9. With the

initial goal thus accomplished, the second aim is to determine if flux attenuation

can be parameterized as a function of relative humidity. Optical depth was

plotted (Figure 4.13) against relative humidity (on a given day) to examine the

possibility of finding an empirical relationship. If one could be found, there

would be an implication of a similar connection between loss and relative

humidity. Figure 4.13 shows interesting results: on all days but August 22, a

strong relationship exists between 519-nm optical depth and relative humidity.

On August 26, when surface relative humidity values were the highest during this

study, the dependence of optical depth on relative humidity is unmistakable. On

August 22, it could easily be argued that optical depth is completely independent

of relative humidity; measurements were taken during the afternoon with low

surface relative humidities and the correlation is expected- to be smaller than on

the other days.
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Figure 4.13. Optical depth is shown plotted
against relative humidity.
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There are a couple of possible reasons that no connection was found on

August 22: first, it is possible that sulfate aerosol is generally unresponsive to

changes in relative humidity below 70-80%. In studies by Fitzgerald et al. (1982)

and Hanel and Zankl (1979), any empirical rules are stated by the authors to

show better results at relative humidities exceeding 85% than at lower values.

It is notable that in this experiment, the surface humidity is always less than

83%; on August 22, the value never exceeds 55%. On August 23 and August 26,

when the surface relative humidity is greater than 80%, the relative humidity

values aloft will likely approach saturation within the boundary layer, and will

certainly be higher than at the surface. On those days, a strong correlation is

expected and found between net flux loss and surface relative humidity. Though

Fitzgerald et al. (1982) and Hanel and Zanki (1979) each showed that droplet

size could be linked to relative humidity, their growth functions showed only

slight positive slopes at humidities between 30% and 80%. The idea that the

growth of sulfate particles is only weakly tied to relative humidity on August 22

is worth consideration.

Another plausible reason for the weak link between optical depth and

surface relative humidity on August 22 was suggested by O'Neill et al. (1993)

after their experiments showed a slight negative correlation between net flux loss

and relative humidity. Their theory was that in a well-mixed boundary layer, as

was present during the Rock Springs research, convection decreases surface

relative humidity while increasing its value at higher levels (i.e., watcr vapor as
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well as sensible and latent heat is redistributed by convection). The convection

would then slightly increase the optical depth above the surface, and the change

in optical depth from the ground to the top of the layer would be changed in an

uncertain fashion. With limited radiosonde launches, changes in aercsol size

distribution as a function of height are impossible to know, but the theory of

O'Neill et al. (1993) is credible, as is the first possibility that sulfate aerosol does

not respond strongly to increases in relative humidity at values less than 70-80%.

It is also important to note that data from August 22 were the only ones taken

in the afternoon. At that time there would definitely be a well-mixed boundary

layer; that is assumed in the morning as well but perhaps incorrectly. Either or

both theories could be correct; what is definitely known is that optical depths

measured on August 22 seem unrelated to relative humidity.

Since optical depth and attenuation are closely linked, and optical depth is

sometimes a function of relative humidity, there should be a correlation between

flux losses and relative humidity and thus a possibility of parameterizing sulfate

haze. To examine this prospect requires an investigation of net flux loss as a

function of relative humidity. Figure 4.14 shows a fairly strong relationship

between the two on August 23 and August 26, but not on the other two days.

On August 15, flux losses are highly variable, just as they were when plotted

against optical depth. On August 22, the lack of correlation, as with optical

depth, probably stems from low relative humidity values.
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Figure 4.14. Net flux loss is shown as a function
of relative humidity.
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Fractional flux loss as a function of relative humidity (Figure 4.15) is seen

to be a function of relative humidity on all days but August 22. It appears that

when the cosine dependence is removed from consideration, the August 15 data,

though still a bit irregular, generally can be considered a function of relative

humidity. Fractional flux losses on August 23 and 26 are even more strongly

related to relative humidity than are net flux losses, and the slopes of three of

the days are very similar, even though they do not merge as neatly as did the

curves of fractional flux reduction versus optical depth. The similar shapes are

likely due to the relative humidity dependence; the reason for not merging into

one line is probably a result of the optical depth dependence. An idea for future

research would be to normalize data like those in Figure 4.15 to a "dry optical

depth", that is, take all optical depth values and divide by an optical depth taken

on the same day at, for example, 50% relative humidity. The idea is similar to

dividing flux losses by insolation to eliminate the Vt. dependence; it was

impossible to implement here due to lack of data. If normalization were done,

the roughly parallel curves in Figure 4.15 might merge into one line as do the

curves in Figure 4.10.

The Rock Springs experiment, based on the results in this chapter, has

answered questions about the effects of aerosol and the likelihood that these

effects can be parameterized. In the former case, a general statement is that

aerosol reduces surface flux by 10-20% on hazy summer days in an industrial

area of this country. As for relating that effect to meteorological variables, it
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Figure 4.15. Fractional flux loss is shown as a
function of relative humidity.
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appears that fractional flux loss (which is probably more useful than net flux loss,

since there is no cosine effect to consider) can be related to relative humidity,

at least at values of the latter over 70%. Fractional flux loss is also seen to be

a linear function of 519-nm optical depth, at least under the conditions in this

experiment. More research along these lines will have to be conducted with

reliable measurements of scattering coefficient or visibility before fractional flux

loss can be parameterized. It appears that the equation will be of the form

AF/F = f(¶, RH, k•), where RH designates relative humidity, with range limits

set on the relative humidity. It is impossible from this research to provide a

complete equation for AF/F because of unreliable visibility or scattering

coefficient data.
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Chapter 5

CONCLUSIONS AND RECOMMENDATIONS

Atmospheric aerosols are known to modify the earth's surface radiation

budget by a combination of scattering and absorption of shortwave radiation.

Since aerosol influences radiative transfer, it is assumed a priori that it affects

climate as well. The Rock Springs experiment was designed to learn how

anthropogenic sulfate aerosol affects the central Pennsylvania surface radiation

budget and, by implication, the climate. With the investigation complete, the

setup and goals of the experiment will be reviewed, and then discuss what was

learned, what questions remain, and what could be done to improve conditions

for future experiments along these lines.

The concept behind the Rock Springs experiment was relatively simple: take

measurements of surface fluxes and standard meteorological variables at a site

in rural central Pennsylvania, and attempt to infer the effects of the ambient

aerosol loading on the surface radiation budget. The motivation was that while

there have been many papers addressing the theoretical links between aerosol

and climate (e.g., Schneider, 1989; Charlson et al., 1992), few studies have been

done on regional climate effects arising from anthropogenic aerosol emissions.

The research was conducted to obtain high-quality aerosol data and use them to

reduce uncertainties in climate model parameterization.
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Since this work targeted anthropogenic sulfate aerosols, the location of The

Pennsylvania State University is an ideal choice at which to conduct experiments.

The northeastern United States is certainly subject to large, anthropogenic

perturbations in sulfate concentration (Ball and Robinson, 1982; Fraser et al.,

1984). Furthermore, central Pennsylvania is centrally located within this large

area, but has no large sulfur sources in its immediate vicinity. For these reasons,

the ambient aerosol concentration well represents man's influence only and

renders the experimental location nearly perfect.

With the site chosen and a concept in mind, all that remained was to focus

the research, determine any necessary assumptions to be made, and begin taking

measurements. To narrow the topic to a feasible scope, it was decided to

examine only the direct effects of sulfate haze on the surface radiation budget

(as opposed to investigating the indirect effects referred to in Chapter 1).

Assuming the effect could be quantified, the secondary goal was to study the

possibility of relating surface flux losses to relative humidity and/or visibility;

these parameters were chosen because they are frequently measured and because

they are theoretically tied to attenuation. Key assumptions were that the single-

scattering albedo for sulfate particles is approximately unity (Hanel, 1980;

Blanchet, 1989), carbonaceous material concentration was considered to be

negligible, any sulfate present was presumed anthropogenic, and the scattering

coefficient calculated at the surface was assumed constant throughout the

boundary layer.
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The basic questions asked at the end of ever)' experiment should be, "What

did we learn?", "What did we fail to learn?", and "What steps can we take to

improve our next experiment?". These will be addressed one at a time with the

hopes of explaining the net result of this research and of providing some

guidance to future aerosol researchers.

Perhaps the most important data gleaned from the Rock Springs experiment

were the magnitudes of the surface flux losses as calculated by the model. The

primary goal of this research was to make a solid estimate of the degree to which

sulfate haze attenuates radiation at the surface, and this goal was accomplished.

The data expressed in terms of clear-sky insolation ranged from nine to twenty-

five percent reduction. The lower end of this range is in good agreement with

the results of Ball and Robinson (1982), who discovered annually-averaged

irradiation depletion of 7.5% over the midwestern United States; the upper

extreme of nearly 25% is slightly greater than the value of 20% obtained by Ball

and Robinson (1982) on a hazy day.

In addition, it was found that the radiative transfer model used provided

reliable estimates of aerosol effects. The algorithm, as shown in Chapter 3,

verified well given user-defined optical depth data. All models fall short of

perfectly duplicating the atmosphere, but the scheme employed here at least

demonstrated the capacity to represent aerosol effects well. Its output can be

treated as credible, and this or an improved version of the model can be used

by other aerosol researchers.
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The Rock Springs experiment also showed that an inexpensive, all-weather

rotating shadowband radiometer (RSR) can likely be used in place of the more

expensive and labor-intensive sun photometer. Though the RSR is less accurate

than the sun photometer due to its wider field of view, this error was discovered

to be a function of wavelength under the experimental conditions described and

thus easily correctable. Future experimenters could save considerable money

when measuring optical depths for extended periods.

Other interesting facts were learned during the course of this research.

Attenuation due to sulfate haze was shown to be correlated to relative humidity

when the latter was above 70%; the lack of connection at lower values agrees

with the findings of Htinel and Zankl (1979). The relationship was particularly

robust when fractional attenuation AF/F was considered; net flux loss AF is

dependent on zenith angle and thus is not as strong a function of relative

humidity as the fractional loss. Moreover, fractional flux loss was found to be

related to the 519-nm optical depth linearly. The linear relationship between

fractional flux loss and optical depth possibly is because the exponential term

in transmission can be approximated as a straight line for small values of optical

depth. It is not possible to extrapolate these results to other locations, and

perhaps not even to different seasons in this area. However, if a linear

relationship between fractional flux loss and optical depth can be confirmed by

additional experiments, climate modelers would be aided in their attempts to

represent sulfate aerosols mathematically.
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This experiment was a success in that it answered the questions regarding

size of fractional flux loss and relation to relative humidity and optical depth; it

also allowed the possibility of monetary savings for future aerosol researchers by

showing the feasibility of using a rotating shadowband radiometer.

Despite the many questions answered, there were setbacks. The visibility

measurements lacked the precision needed to be of any use; it seems this was

merely a matter of inadequate instrumentation and could be readily fixed with

a more reliable nephelometer. Because of this failing, however, it is impossible

based on this study to make any statements about the relationship of sulfate haze

to visibility. Another problem encountered by the researchers was a shortage of

information regarding the extent and evolution of the planetary boundary layer.

The ceilometer used lacked the sensitivity necessary for this study. As with the

visibility data, the root of this problem is instrumentation and could be solved

by using a more accurate (but more expensive) lidar.

What can be learned from this experiment to aid future aerosol research?

Many scientific facts were learned; estimates of aerosol attenuation and its

connection to relative humidity and optical depth are important findings to be

used. From an experimental point of view, further research in this direction

should definitely include, in addition to the instruments used at Rock Springs, a

lidar to measure reliably boundary-layer heights and a dependable nephelometer

to assess scattering coefficient simultaneously with other variables. An aging

chamber with controlled humidity might aid future researchers in connecting
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relative humidity and flux reductions mathematically. Modeling experiments

could also be done with various sulfate aerosol size distributions to determine

which most closely approximates reality. From a theoretical standpoint, the

effects of relative humidity on any given number of particle types must be

examined to determine which classes of particles are more responsive to change

and which are less so. The effects of aerosols on climate are currently poorly

understood and can be grasped better only through the combined efforts of field

researchers and climate modelers.
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